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Abstract 

The issue of obtaining biased estimators gradually appears when 

dynamic panel data (DPD) models are principally estimated by 

quantile regression (QR) due to the addition of lagged value(s) for 

dependent variable in DPD models as independent variable(s). A new 

approach for minimizing the bias is theoretically presented through the 

method of estimation of two-stage quantile regression for dynamic 

panel data (TSQRDPD). This proposed framework of TSQRDPD is 

mainly based on estimating the two stages by QR at a pre-determined 

rank of quantile. Moreover, bias behavior is studies through a monte-

carlo simulation under several quantile ranks for stages, probability 

distributions and panels’ dimensions. Monte-Carlo simulation results 

reveal that the new method of estimation is able to reduce estimators’ 

biasedness considerably.  

 

Key words: Quantile regression, Two-stage quantile regression, Dynamic 

panel data model, Endogeneity, Biasedness, Instrumental variable, Monte 

Carlo simulation 
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1. Introduction  

Estimating Dynamic Panel Data (DPD) models by Quantile 

Regression (QR) approach has been increasingly considered in the 

literature over the last decade. It is a type of models which capture 

the dynamic effect through the inclusion of lagged value(s) for the 

response variable. As a result of that, it allows defining the dynamic 

effect for both dimensions time and cross sections [1]. There is an 

individual main approach for dealing with the problem of 

endogeneity in Quantile Regression in Dynamic Panel Data 

(QRDPD) models; it relies on adding instrumental variable(s) (IV) 

that is/are not correlated with innovations which is similar to the 

estimation framework proposed by [2].  Galvao [3] utilized the 

process of [4] along with lagged instruments to minimize the bias in 

DPD with fixed effects (FE) models. Afify [5] proposed a new 

framework for handling the issue of endogeneity in QRDPD which 

is by the implication of Two-Stage Quantile Regression for Dynamic 

Panel Data (TSQRDPD) models. TSQRDPD works mainly on 

estimating the endogenous variable (lagged dependent variable) by 

its lagged values in the first stage. Afterwards it plugs the resulted 

new estimated values in the original model as the second stage of 

estimation. Afify [6] showed that TSQRDPD has noticeably better 

than other estimation methods through different panel sizes when the 

variables of study are generated from different distributions at 

different levels of quantiles for both stages. It should be taken into 

consideration that, both stages are estimated by quantile regression 

to maintain level of robustness.   

2. Estimation of TSQRDPD 

For the purpose of handling the problem of endogeneity in DPD 

models due to the inclusion of lagged value of dependent variable, we 

extensively propose a new frame for estimating DPD models with fixed 

effects through two-stage quantile regression method.  
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TSQRDPD provides a much wider scope for interpreting the results 

at several quantiles of variables of study. Hence, the parameters along with 

their estimators are evaluated at different quantiles, therefore, not only the 

mean relationships are the presented but also larger scale is provided 

according to each quantile level.  

Several recent studies considered estimating the first step by 

different estimation methods other than quantile regression. However, our 

main concern is to estimate both stages by using quantile regression which is 

dissimilar to the majority of the literature. Regarding our new approach for 

estimating TSQRDPD models, we will consider evaluating the parameters of 

interest at same levels of quantiles to assure the robustness.  

 

The main aim is to estimate the structural parameter1which is 

presented as follows: 

 (1) 

It can also be represented in compressed form as follows:  

 

 

(2) 

For cross section and time period, is a 

matrix of endogenous variables, is the variable of 

study, is the first lagged value of the dependent variable,  is an 

 of exogenous variables, the set of explanatory variables that are 

included in the model  ,the structural parameter 
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 , is an vector, is a vector of  . 

is an  exogenous variables that are not involved in the model 

in (1) and used to estimate . It should be taken into consideration that 

. is instrumental variables that can be used in the first 

stage to estimate the endogenous variable . According to koenker 

(2005),  is the quantile function at  conditional on . The 

problem of endogeneity would exist if . This 

inequality between and can represent an explanation 

of endogeneity in quantile regression. and are quantile levels for the 

first and the second stages respectively.  

The first stage is to estimate the endogenous variable . By 

collecting the observations over time periods and cross sections, the first 

stage model can be proposed in the matrix form as follows:  

 
(3) 

The model in (3) is considered to be specified correctly, where is 

the lagged value of dependent variable and which is 

matrix of size . is matrix of the first stage parameters that are 

unknown of size . is a matrix of observations of error 

term over and . The second stage is to estimate the dependent 

variable . By aggregating the observations over time periods and cross 

sections, the second stage model can be proposed as follows:  
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(4) 

Where  and the error term in (4) 

can be modeled as follows . which is obtained from 

the first stage will be included in which represents the structural 

parameter in the second stage as shown in (4). The TSQRDPD estimator 

 for  can be obtained by solving the following 

minimization argument:  

 

(5) 

Where and are the observations of the dependent and independent 

variables respectively for cross section for time period.  Both and 

are quantile levels for the first and second stages respectively they range 

from 0 to 1. is defined to be check function, where  . 

The orders of quantiles are assumed to take the same value for consistency 

purposes where and is the 

indicator function defined by [6]. The formulation of the dependent variable 
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in two stages can also take the form .  The 

formulation in (5) can be partitioned into two minimization arguments to 

obtain the two stages’ estimators and based on the generalization 

provided by [7] as follows:  

 

 

(6) 

Where and are vectors, is th in th elements 

of , is the th element in which is obtained in the first stage of the 

estimation for the correspondent estimated endogenous variable.  

3. Monte-Carlo Simulation Study 

This section is devoted to present the undertaken steps to conduct 

simulation study. The number of cross sections is 50 and 250. The length 

of time series is assumed to be 10, 50 and 100. Both dependent and 

independent variables are generated from the following probability 

distributions of Chi (8), and Cauchy (2,4). The number of replications is 

set to be 10000 times which is greater than any simulation of study 

number of replications. The larger number of replications is determined 

to seek more accuracy for bias results.  The quantile ranks are chosen to 

be 0.25, 0.50 and 0.75. A comparative study on bias values performance 

of exogenous variable coefficients is conducted. The values are obtained 

from the following: QRDPD model  

 
(7) 

Where , and is the error term.  
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QRDPDFE model 

 
(8) 

Where , , is the individual effect and is the 

error term. Quantile Regression for Dynamic Panel Data with Fixed Effects 

and Instrumental Variable (QRDPDFEIV) model 

 
(9) 

Where , , is the individual effect, is 

instrumental variable for and is the error term. TSQRDPD model, 

where First stage model 

 
(10) 

Where , , is instrumental variable for and 

is the error term of the first stage. 

Second stage model 

 
(10) 

Where , , is the individual effect, is the 

estimated value of predicted by and  is the error term of the 

second stage. Value of predicted by and  is the error term of 

the second stage. Both relative efficiency (RE) of mean squared error and 

relative bias (RB) are utilized to assess the performance the bias of new 

method and compare it to the obtained value from the base method which is 

QRDPD. Parameter value is selected to be which represents the 
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arithmetic mean of he values chosen by [8] , [9]. The absolute value of  is 

restricted to be less than one for stationarity purposes. 

4. Results and Discussion 

This section is dedicated to present the main remarks that are obtained from 

simulation study results.  

Table(1):RE & RB performance where X and Y ~ Cauchy (2,3) 

where n=50 and t=10, 50 and 100 

Table(2):RE & RB performance where X and Y ~ Cauchy (2,3)  

where n=250 and t=10, 50 and 100 

𝑛 = 10 

𝑡 𝜃, 𝜏 
RE & RB 

Quantile Regression 

QRDPD QRDPDFE QRDPDIVFE TSQRDPD 

10 

0.25 
RE 60.1720 31.8750 14.1300 4.2930 

RB 66.0745 41.6460 10.3499 1.0047 

0.5 
RE 60.0730 31.6300 14.0730 4.1350 

RB 65.5064 41.5438 10.3442 0.9984 

0.75 
RE 59.3840 30.8220 13.9760 4.0480 

RB 64.7917 40.6923 10.3417 0.9881 

50 

0.25 
RE 60.0830 31.7440 13.9920 4.2510 

RB 65.7091 41.3751 10.3203 0.9730 

0.5 
RE 59.1980 30.9760 13.8430 4.0620 

RB 65.1385 40.8924 10.3135 0.9373 

0.75 
RE 59.1540 30.2520 13.7860 3.9830 

RB 64.1797 40.4024 10.2980 0.9326 

100 

0.25 
RE 60.0360 31.6180 13.9870 4.2370 

RB 65.4739 41.1830 10.3159 0.9520 

0.5 
RE 59.1980 30.7900 13.8150 4.0530 

RB 64.7057 40.8922 10.3036 0.9341 

0.75 
RE 58.7620 30.0860 13.7760 3.8510 

RB 64.1020 40.1140 10.2932 0.9319 
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Table(3):RE & RB performance where X and Y ~ Chi(8) where 

n=50 and t=10, 50 and 100 

Table(4):RE & RB performance where X and Y ~ Chi(8) where 

n=250 and t=10, 50 and 100 

𝑛 = 50 

𝑡 𝜃, 𝜏 
RE & RB 

Quantile Regression 

QRDPD QRDPDFE QRDPDIVFE TSQRDPD 

10 

0.25 
RE 64.4240 35.1690 15.0970 5.3430 

RB 65.0476 42.9228 10.3625 0.9716 

0.5 
RE 63.7260 34.8400 15.0200 5.1150 

RB 64.2152 42.2124 10.3611 0.9608 

0.75 
RE 63.3830 34.5950 15.0140 4.9340 

RB 63.7269 41.7341 10.3459 0.9450 

50 

0.25 
RE 64.2710 35.0330 15.0620 5.3350 

RB 64.1640 42.4027 10.3581 0.9655 

0.5 
RE 63.6890 34.7980 14.9930 5.0320 

RB 63.7770 41.6195 10.3537 0.9522 

0.75 
RE 63.2780 34.4870 14.9930 4.9140 

RB 63.4586 41.4179 10.3278 0.9321 

100 

0.25 
RE 64.1010 34.8150 15.0530 5.2700 

RB 64.0808 41.5634 10.3450 0.9226 

0.5 
RE 63.5580 34.5410 14.9910 5.0300 

RB 63.3995 41.4603 10.3356 0.9196 

0.75 
RE 63.0090 34.3740 14.9860 4.8840 

RB 62.8630 40.4230 10.3243 0.9154 

  

𝑛 = 250 

𝑡 𝜃, 𝜏 
RE & RB 

Quantile Regression 

QRDPD QRDPDFE QRDPDIVFE TSQRDPD 

10 

0.25 
RE 63.4370 34.2450 14.9020 4.9880 

RB 61.2621 38.1726 10.2584 0.8541 

0.5 
RE 62.6150 33.9890 14.7810 4.8840 

RB 61.1479 37.9068 10.2499 0.8512 

0.75 
RE 62.4670 33.9450 14.7470 4.7150 

RB 60.9643 37.3352 10.2269 0.8308 

50 

0.25 
RE 63.3260 34.1940 14.8970 4.9340 

RB 60.1166 37.9999 10.2523 0.8342 

0.5 
RE 62.1040 33.8670 14.7160 4.8490 

RB 59.9997 37.5114 10.2300 0.8241 

0.75 
RE 61.6530 33.6880 14.6890 4.6040 

RB 59.9617 37.2778 10.2009 0.8074 

100 

0.25 
RE 63.2330 34.0910 14.8890 4.8890 

RB 59.9813 37.6356 10.1973 0.8128 

0.5 
RE 62.0580 33.6330 14.7140 4.8400 

RB 59.5716 37.4846 10.1873 0.8093 

0.75 
RE 61.5810 33.6250 14.6850 4.5990 

RB 59.5305 36.9254 10.1776 0.8049 

  

Based on the above results in tables 1-4, the performance of RE & RB across the 

different estimation methods (QRDPD, QRDPDFE, QRDPDFEIV, TSQRDPD), and 

in each combination of n & t the RE & RB have a decreasing pattern from an 

estimation method to another where TSQRDPD is the least. In addition to that, in 

each of the estimation methods, and for the same rank of quantile and when t value 

increases for the same sizes of n the RE & RB of each estimation method has 

decreased due to controlling for the effect of including a lagged dependent value and 

larger sample size. For different values of t and the bias takes a declining 

pattern. As the value of cross sectional increases along with the lengths of 

time series and quantile values, the RE & RB decrease across the cases due 

to the controlling for estimator RE & RB of endogenous variable and larger sample 

size.  
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5. Conclusion  

An entire new different approach to handle the problem of endogeneity in 

DPD models due to the inclusion of lagged dependent variable(s) by 

TSQRDPD is extensively presented where both stages are estimated at the 

same rank of quantile. TSQRDPD has empirically showed more efficiency in 

terms of decreasing RE & RB than the other estimation techniques in every 

quantile rank given a particular cross sectional & time dimensions.  
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